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Abstract: Practical experiments proved that the variation of clearance between two circular 

pieces simultaneously manufactured by FDM, in function of different parameters has a 

complex variation starting from zero when the imposed clearance has a small value and being 

approximated by the value of the imposed clearance when the last one has great values. This 

observation implies that the resulted clearance may be approximated by non-linear functions 

for which one has to impose some frontier conditions. In this paper we discuss the conditions 

which have to be fulfilled by the candidate functions, considered only by polynomial ones. 
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1. Introduction 
 

The variations between different parameters are usually considered by using the Least Square Method 

[1]. This method has the advantage of simplicity and it is easily implemented. Most books and papers 

treat the case of one input and one output variable, while the approximation is obtained as a 

polynomial one. The great problem is that this method and its results do not generally satisfy the 

frontier conditions. Some particular methods are developed in the case of manufacturing, optimization 

and FDM. 

Rozvany [2] uses exponential penalty functions in order to obtain topological optimizations. Other 

authors [3] use some weight functions in order to determine some indices of the FDM processes. Jin et 

al. [4] describe the path followed by the tool in the case of complex surfaces and introduce 

supplementary control points in order to be fulfilled some frontier conditions. In [5] the authors use 

the minimization of a linear combination of quadratic functions for the solving of the problems of 

topological optimization. Langelaar [6] uses logarithmic functions for the topological optimization. In 

[7] the authors start from the heat-transfer equation and use the rheological Carreau model to construct 

a numerical model to improve the FDM process. Garg and Bhattacharya [8] use the finite element 

method to analyze the failure of the FDM parts to tensile loading. Ponce and Kerbrat [9] solve the 

heat-transfer equation using the finite element method using polynomial expressions for the frontier 

conditions. Mohamed et al. use a regression quadratic model with six factor model and the ANOVA 

technique in order to determine the correlations between the input and output variables. 

The references show that the authors use different expressions of functions in order to obtain better 

approximations of the correlation functions. 
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Considering the clearance obtained by FDM process, we have to state that any function which would 

be tried has to satisfy some frontier conditions: for small imposed clearance the practical results prove 

that the clearance obtained by FDM vanishes. Moreover, there exists a limit value from which the 

obtained clearance has non-zero value. This means that the expression of the obtained clearance must 

vanish if the imposed one is smaller than a value, let us say a . Because the obtained clearance does 

not start to increase abruptly, we have to impose the condition that the derivative of the expression of 

the obtained clearance must vanish at the same point. Practical experiments prove that if the imposed 

clearance is sufficiently high, the obtained clearance is equal to the imposed one. It results that there 

exists a limit, let it be b , above which the two values (the imposed clearance and the obtained one) 

coincide. In addition, the derivative of the expression of the obtained clearance must be equal to unity 

at the same point. These conditions, which we call by frontier conditions, limit the possibility of 

choosing the expressions of the desired correlation functions. 

The paper is organized as follows. In the second part we consider the case of one input parameter. 

Here we also discuss the possibility of choosing particular rational functions. The third part is 

dedicated to the case of two input parameters, while the fourth one treats the situation of four input 

candidates. The paper ends with conclusions. 

 

2. The case of one parameter 
 

2.1. Scaling procedure 

 

Let us consider the interval  1,0  and the polynomial function RR →:f . 

The imposed conditions are 

( ) 00 =f , ( ) 11 =f , ( ) 00 =f , ( ) 11 =f , (1) 

totally four conditions; it implies that the polynomial function has the degree equal to three, 

( ) 01

2

2

3

3 axaxaxaxf +++= . (2) 

The four conditions lead to the linear system 

00 =a , 01 =a , 123 =+ aa , 123 23 =+ aa , (3) 

wherefrom 

13 −=a , 22 =a  (4) 

and the function and its derivative 

( ) 23 2xxxf +−= , ( ) xxxf 43 2 +−= . (5) 

We pass now to the interval  ba, . The passing from the interval  1,0  to the interval  ba,  is 

performed with the aid of the system 

0=+a , 1=+b , (6) 

that is 

ab −
=

1
 , 

ab

a

−
= ; (7) 

hence 

( )
( )
( )

( )
( )2

2

3

3

1 2
ab

ax

ab

ax
xf

−

−
+

−

−
−= , ( )

( )
( ) ( )23

2

1 43
ab

ax

ab

ax
xf

−

−
+

−

−
−= . (8) 

It results 
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( ) 01 =af , ( ) 11 =bf , ( ) 01 = af , ( )
ab

bf
−

=
1

1 . (9) 

In conclusion, the scaling procedure does not work in this situation, and we have to consider directly 

the interval  ba, . 

 

2.2. General interval 

 

In this situation the conditions are 

( ) 0=af , ( ) vbf = , ( ) 0= af , ( ) 1= bf , (10) 

where v  is a positive real value. 

The explanation for the condition ( ) 1= bf  is as follows: when the imposed clearance is sufficiently 

high, then the obtained clearance is equal to the imposed one. 

Writing  

( ) 01

2

2

3

32 axaxaxaxf +++= , ( ) 12

2

3 23 axaxaxf ++= , (11) 

one deduces the linear system of four equations with four unknowns 

001

2

2

3

3 =+++ aaaaaaa , vabababa =+++ 01

2

2

3

3 , 023 12

2

3 =++ aaaaa , 

123 12

2

3 =++ ababa . 
(12) 

The determinant of the system reads 

( ) , 0

123

123

0123

0123

0

1

0123

0123

1

1

4

2

2

2233

2

2

2233

23

2

2

23

23

−−=

−−−

−=

−−−
==

ab

bb

aa

ababab

bb

aa

ababab

aaa

bb

aa

bbb

aaa

 (13) 

that is, the system has a unique solution. 

Moreover,  

, (14) 

( )( ) , 2

121

120

0121

0120

0

10

0121

0120

1

10

22

22

2

2

2

3

abvab

b

a

ababv

b

a

ababv

aa

b

a

bbv

aa

+−−=

−−

=

−−
==

 (15) 
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( )( ), 26

123

023

0123

0023

0

10

0123

0023

1

10

223

2

2

2233

2

2

2233

23

2

2

23

23

1

abbaaabvab

bb

aa

vabab

bb

aa

vabab

aa

bb

aa

vbb

aa

−++−=

−−

−=

−−
==

 (16) 

( ) ( ) abbbavaba

aa

bbb

aaa

bb

aa

aaa

v

bb

aa

vbbb

aaa

−+−−=

+==

22

2

23

23

2

2

23

2

2

23

23

0

3

123123

123 

1123

0123

0

 (17) 

and one gets 



= 3

3a , 



= 2

2a , 



= 1

1a , 



= 0

0a . 

For instance, if 0=a , 1=b  and 1=v , it results 

1−= , 13 = , 22 −= , 01 = , 00 = , (18) 

( ) 23 2xxxf +−= . (19) 

2.3. General candidates 

 

2.3.1. Polynomial function 

One may choose 

( ) 01

1

1 ... axaxaxaxf n

n

n

n ++++= −

− , (20) 

wherefrom 

( ) ( ) 1

2

1

1 ... 1 axanxnaxf n

n

n

n ++−+= −

−

−
, (21) 

The conditions (10) lead to 

( ) 0... 01

1

1 =++++= −

− aaaaaaaaf n

n

n

n , ( ) vababababf n

n

n

n =++++= −

− 01

1

1 ... , 

( ) ( ) 0... 1 1

1

1

1 =++−+= −

−

− aaananaaf n

n

n

n , ( ) ( ) 1... 1 1

1

1

1 =++−+= −

−

− abanbnabf n

n

n

n , 
(22) 

which is a linear system with four equations and 1+n  unknowns ( )01,...,, aaa nn − ; this system is a 

compatible and non-determined one. 

 

2.3.2. First rational function 

Another possibility for the function f  is a rational one. Taking into account that we have four 

constraints, the rational function f  may be written as 

( )
21

21

dxd

cxc
xf

+

+
= , ( )

( )221

1221

dxd

dcdc
xf

+

−
= . (23) 

Limiting the conditions to the interval  1,0  one gets the relations  
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( ) 00
2

2 ==
d

c
f , (24) 

wherefrom 02 =c , 

( ) 00
2

2

1221 =
−

=
d

dcdc
f , (25) 

with 01 =c ; that is 

( ) 0
0

1

==
xd

xf ; ( ) 00 =f , ( ) 01 =f , (26) 

which is impossible. 

 

2.3.3. Second rational function 

Choosing now 

( )
21

32

2

1

dxd

cxcxc
xf

+

++
= , ( )

( )221

1321

2

11 2

dxd

dcxdcxdc
xf

+

−+
= , (27) 

with the same conditions, one obtains 

( ) 00
2

3 ==
d

c
f , 03 =c , (28) 

( ) 00
2

13 =−=
d

dc
f , (29) 

( ) 11
21

21 =
+

+
=

dd

cc
f , (30) 

( ) 1
2

1
21

2111 =
+

+
=

dd

dcdc
f . (31) 

The last two relations form a nonlinear system of two equations with four unknowns ( 1c , 2c , 1d , 2d ), 

which, in general, has an infinity of solutions 

 

3. Case of two parameters 
 

3.1. First choice 

 

One may select 

( ) ( )( )01

2

201

2

2 b , bybyaxaxayxf ++++= , (32) 

( ) ( )01

2

212 b 2 bybyaxa
x

f
+++=




, (33) 
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( )( )1201

2

2 2b byaxaxa
y

f
+++=




. (34) 

Considering the same interval  ba,  the new conditions are 

( ) 0, =aaf , ( ) vbbf =, , (35) 

( ) 0, =



aa

x

f
, ( ) 0, =



aa

y

f
, (36) 

( ) 1, =



bb

x

f
, ( ) 1, =



bb

y

f
, (37) 

which offer the system 

( )( ) 0b 01

2

201

2

2 =++++ babaaaaaa , ( )( ) vbbbbababa =++++ 01

2

201

2

2 b , 

( ) ( ) 0b 2 01

2

212 =+++ babaaaa , ( )( ) 02b 1201

2

2 =+++ baaaaaa , 

( ) ( ) 1b 2 01

2

212 =+++ bbbbaba , ( )( ) 12b 1201

2

2 =+++ bbababa . 

(38) 

From the first equation (38) one gets either 

001

2

2 =++ aaaaa , 001
2

2 ++ babab  (39) 

or 

001
2

2 =++ babab , 001

2

2 ++ aaaaa  (40) 

or 

001

2

2 =++ aaaaa , 001
2

2 =++ babab . (41) 

Let us consider the case (41). It results that the third, fourth, fifth and sixth equations (38) are useless. 

One obtains the system 

001

2

2 =++ aaaaa , 001
2

2 =++ babab , ( )( ) vbbbbbababa =++++ 01
2

201
2

2  , (42) 

which is a nonlinear system of three equations with six unknowns ( 2a , 1a , 0a , 2b , 1b , 0b ); in general, 

the system is a non-determined one. 

If we choose the variant (39), we obtain that the fourth equation (38) is useless, while the third 

equation (38) leads to 

001
2

2 =++ babab , (43) 

which is a contradiction with the second assumption (39). 

One may similarly discuss the case (40). 

 

3.2. Second choice 

 

Let us consider the function 

( ) 000110

2

0211

2

20, ayaxayaxaxayxf +++++= , (44) 

for which 
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1011202 ayaxa
x

f
++=




, (45) 

010211 2 ayaxa
y

f
++=




. (46) 

Working with the same conditions (35), (36), (37), it results the equations  

( ) 0, 000110

2

02

2

11

2

20 =+++++= aaaaaaaaaaaaaf , (47) 

( ) vababababababbf =+++++= 000110

2

02

2

11

2

20, , (48) 

( ) 02, 101120 =++=



aaaaaaa

x

f
, (49) 

( ) 02, 010211 =++=



aaaaaaa

y

f
, (50) 

( ) 12, 101120 =++=



abababb

x

f
, (51) 

( ) 12, 010211 =++=



abababb

y

f
. (52) 

These equations form a linear system of six equations with six unknowns ( 2a , 1a , 0a , 2b , 1b , 0b ), the 

determinant of which being  

01020

00102

01020

00102

1

1
222

222

bb

bb

aa

aa

bbbbb

aaaaa

= . (53) 

The determinant may be successively written 

01020

00102

01020

00102

0

1
222222

222

bb

bb

aa

aa

ababababab

aaaaa

−−−−−

= , (54) 
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( )

1020

0102

1020

0102

11

bb

bb

aa

aa

bababa

ba

−−+++

−= , (55) 

( )

00320

0102

0132

0102

11

 

baba

bb

bababa

aa

bababa

ba

++

−+++

−−+++

−= , (56) 

( )

0320

102

132

102

baba

bb

bababa

aa

ab

++

−+++
−= , (57) 

( )

0320

0022

0333

102

baba

abab

bababa

aa

ab

++

−−

+++
−= , (58) 

( )( )( ) ( ) ( )( ) 03

320

012

111

3
2

++−−=

++

−+−= babaab

baba

abbaba , (59) 

that is the system has a unique solution. 

 

4. Case of three parameters 
 

In this situation the conditions for the function ( )zyxf ,,  are as follows: 

( ) 0,, =aaaf , ( ) vbbbf =,, , (60) 

( ) 0,, =



aaa

x

f
, ( ) 0,, =



aaa

y

f
, ( ) 0,, =



aaa

z

f
, (61) 

( ) 1,, =



bbb

x

f
, ( ) 1,, =



bbb

y

f
, ( ) 1,, =



bbb

z

f
, (62) 

that is a number of six conditions. 

 

4.1. First candidate 

 

We select as function f  the expression 
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( ) ( )( )( )212121,, czcbybaxazyxf +++= , (63) 

with  

( )( )21211 czcbyba
x

f
++=




, (64) 

( ) ( )21121 czcbaxa
y

f
++=




, (65) 

( )( ) 12121  cbybaxa
z

f
++=




, (66) 

The conditions (60), (61), (62) leads to 

( ) ( )( )( ) 0,, 212121 =+++= cacbabaaaaaaf , ( ) ( )( )( ) vcbcbbbababbbf =+++= 212121,, , 

( ) ( )( ) 0,, 21211 =++=



cacbabaaaa

x

f
, ( ) ( ) ( ) 0,, 21121 =++=



cacbaaaaaa

y

f
, 

( ) ( )( ) 0,, 12121 =++=



cbabaaaaaa

z

f
, ( ) ( )( ) 1,, 21211 =++=



cbcbbbabbb

x

f
, 

( ) ( ) ( ) 1,, 21121 =++=



cbcbababbb

y

f
, ( ) ( )( ) 1,, 12121 =++=



cbbbababbb

z

f
. 

(67) 

First expression (67) implies either 

021 =+ aaa  (68) 

or 

021 =+bab  (69) 

or 

021 =+ cac . (70) 

Let us assume that the relation (68) holds true. 

From the third relation (67) it results that either 

021 =+bab  (71) 

or 

021 =+ cac . (72) 

We assume that the expression (71) is the valid one. 

One thus obtains 

021 =+ aaa , aaa 12 −= , (73) 

021 =+bab , abb 12 −= , (74) 

( ) ( )( )( )2111   ,, czcayaxbazyxf +−−=  (75) 

The sixth and seventh equations (67) offer 

( )( ) 12111 =+− cbcabba , (76) 

wherefrom 
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( )( )21

11

1

cbcab
ba

+−
= . (77) 

The eight expression (67) gives 

( ) 11

2

11 =− cabba , (78) 

that is, 

1
 

1

21

=
+

−
c

cbc

ab
, (79) 

wherefrom 

12 acc −= , (80) 

( ) ( )( )( )azayaxcbazyxf −−−= 111,, . (81) 

In conclusion 

( )  1
2

111 =− abcba  (82) 

and 

( ) vabcba =−
3

111 ; (83) 

it results two supplementary conditions 

abv −=  (84) 

and 

( )  

1
2111

ab
cba

−
= , (85) 

that is, the function ( )zyxf ,,  given by (63) may be used only in same particular conditions. 

 

4.2. Second candidate 

 

Selecting now 

( ) ( )( )( )01
2

201
2

201
2

2,, czczcbybybaxaxazyxf ++++++=  (86) 

for which 

( )( )( )01
2

201
2

2122 czczcbybybaxa
x

f
+++++=




 (87) 

( )( )( )01
2

21201
2

2 2 czczcbybaxaxa
y

f
+++++=




 (88) 

( )( )( )1201
2

201
2

2 2 czcbybybaxaxa
z

f
+++++=




 (89) 

and the frontier conditions (60), (61), (62) it results the system 

( )( )( ) 001
2

201
2

201
2

2 =++++++ cacacbababaaaaa , (90) 
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( )( )( ) vcbcbcbbbbbababa =++++++ 01

2

201

2

201

2

2   , 

( )( )( ) 02 01
2

201
2

212 =+++++ cacacbababaaa , ( )( )( ) 02 01
2

201
2

212 =+++++ cacacaaaaabab , 

( )( )( ) 0 2 01
2

201
2

212 =+++++ bababaaaaacac , ( )( )( ) 12 01
2

201
2

212 =+++++ cbcbcbbbbbaba , 

( )( )( ) 12 01
2

201
2

212 =+++++ cbcbcabababbb , ( )( )( ) 1 2 01
2

201
2

212 =+++++ bbbbbababacbc . 

The first equation (90) leads to either 

001

2

2 =++ aaaaa  (91) 

or 

001

2

2 =++ babab  (92) 

or 

001

2

2 =++ cacac . (93) 

Let us assume that the expression (91) is valid. 

From the third relation (90) one gets the expression (92) or (93) and we assume that (92) holds true. 

Moreover, the fourth and fifth expression (90) are useless. One has now only six conditions with nine 

unknowns. 

Taking into account the second, sixth, seventh and eighth relations (93), one obtains the expressions 

v
aa

ababa
=

+

++

12

01

2

2

2
, (94) 

v
bb

bbbbb
=

+

++

12

01

2

2

2
, (95) 

v
cc

vbcbc
=

+

++

12

01

2

2

2
, (96) 

that is, a number of three supplementary conditions. 

If one assumes that the equation (94) is true, then one deduces 

vavaababa 1201

2

2 2 +=++ . (97) 

It results the system 

( ) ( ) 02 01
2

2 =+−+− avbavba , 

001

2

2 =++ aaaaa . 
(98) 

which is a linear system of two equations with three unknowns ( 2a , 1a , 0a ). 

Generally, this system has an infinity of solutions. 

 

 

5. CONCLUSIONS 

 

This paper deals with the selection of some candidate functions which has to fulfill some frontier 

conditions. As we saw, the frontier conditions impose some particular polynomial candidate functions. 

The selection may be not always possible, but the reader may consider higher degrees polynomials, 

case in which the problem may lead to a infinite number of solution. 
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Let us observe that the functions which respect the frontier conditions may not respect the 

optimization criterion given by the Last Square Method (the error function is minimum). 

In a future paper we will try to add some optimization criterion / criteria to the method of selection of 

the candidate functions described in the present work. 
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